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Introduction
Blind Deconvolution — recover a sharp image
x and the point-spread-function (PSF) h from
a measurement y observed with the degradation
D:

y = D(h ⋆ x). (1)

We propose a learning method for PSF identi-
fication in Blind Deconvolution for Microscopy,
building upon the advancements of [1].

Fresnel Diffraction-limited Blurs
Parameterization. The PSF h : R2 → R is
parameterized by θ as:

h(θ) = |F (exp (−i2πϕθ))|2 , (2)

where F is the Fourier transform. The pupil
function ϕθ : R2 → R is decomposed as:

ϕθ =
K∑

k=1
θkzk, zk : Zernike polynomials.

Implemented in deepinv [2]

Elementary aberrations
Defocus 45◦ Pri. Astigmatism 0◦ Pri. Astigmatism y-Coma

x-Coma y-Trefoil x-Trefoil Pri. Spherical

Random PSFs

Physical parameters.
− Cut-off frequency: ffc ∈ [0.125, 0.25] (pupil
size, Shannon is at 0.25).
− Max amplitude of θk ∼ U [−θmax, θmax] (PSF
complexity).

Image Formation Model
We consider the following degradation:

y = SsQq (Pγ (h(θ) ⋆ x) + ϵσ) , (3)

where ϵσ ∼ N (0, σ2Id) : white Gaussian noise
Pγ : Poisson noise with gain γ

Qq : quantization at q-bits
Ss : salt-and-pepper noise with prob. s

Identification Neural Network – Nw(y, ffc, θmax)

Architecture: estimate the PSF at the center of a patch, conditioned to the cutoff frequency and
the Zernike amplitude.
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Synthesize random measurements y following (3): (σ, γ, θ, ffc, θmax) are random following µ,
q = 16−bits and s = 10−5.
Supervised training identification neural network.

min
w

Eµ,x

[
∥ĥ − h(θ)∥1

]
+ λEµ,x

[
∥ĥ ⋆ x − y∥1

]
, (4)

where ĥ = Nw (y, f fc, θmax) and y follows (3).

Numerical Results
On synthetized data

PNSR when the ffc and θmax are given
ImageNet Flickr2K Histopathology

ĥ 52.11 ± 4.63 49.75 ± 4.79 48.67 ± 4.21
ĥ ⋆ x 37.50 ± 4.92 37.02 ± 5.22 34.50 ± 4.63

PNSR when the ffc and θmax are fixed to the mean
ImageNet Flickr2K Histopathology

ĥ 47.14 ± 5.16 46.21 ± 4.40 46.06 ± 4.19
ĥ ⋆ x 35.64 ± 5.56 36.77 ± 5.34 33.71 ± 4.38

Slight performance drop when ffc and θmax are un-
known.
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Real data – Fluorescence TIRF Microscope

With deformable mirror, we can control and estimate the
theoretical PSF.

Images of microtubules and Estimated PSF grids. Credit
to Sylvain Cantaloube (CBI)

Conclusions and Next steps
• Promissing results on PSF identification, both on synthetic data and real data
• Implementation in Napari (coming soon)
• Consider space-varying blurs (coming soon)
• Training reconstruction network: based on identification network
• Extend to 3D microscopy
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